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1. Even triangles are odd

Harry Smit MSc., Universiteit Utrecht

Suppose you have a triangle that is subdivided into other triangles, i.e. this triangle is
completely tiled with smaller triangles, without any overlap. Furthermore, assume that no
three vertices (not even those of different triangles) lie on a straight line.

(a) Let k be an odd positive integer. Prove that it is possible to make a subdivision into
exactly k triangles.

(b) Let k be an even positive integer. Prove that it is impossible to make a subdivision into
exactly k triangles.

Solution.

(a) We give a proof by induction. The trivial subdivision has one triangle. Suppose we
have a subdivision into k triangles. Choose one of the triangles, and choose a point
inside this triangle that does not lie on any line through two vertices (this is always
possible, as we only have finitely many vertices). Then connect the new point with
the vertices of the triangle it lies in, which subdivides this triangle into three triangles.
Hence we’ve created a subdivision into k + 2 triangles.

(b) As no three vertices lie on a line, every face of a triangle is adjacent to exactly three
edges (no edge is split into two or more parts, as this would imply that there are three
or more points on a line). Furthermore, every edge except the ones of the original
triangle is adjacent to two faces, whilst the edges of the original triangle are adjacent
to exactly one face. If E denotes the number of edges, and F denotes the number of
faces (i.e. triangles), then

2E − 3 = 3F.

In particular, F is odd.

Note: it is not in general true that there exists a point of a triangle that is adjacent to exactly
three triangles. This means there exist subdivisions (like the one in the picture) that cannot
be created using the “inductive” approach of the first part.
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2. Self-divisible numbers

Ir. Harold de Boer, Transtrend BV

We define a positive integer to be self-divisible when each digit of the number (starting from
the second digit) is a divisor of the number formed by the digits preceding it. For example,
42771 is self-divisible because 4 is a multiple of 2, 42 is a multiple of 7, 427 is a multiple of 7
and 4277 is a multiple of 1.
We define GN as the set of self-divisible numbers that consist of N different digits. So, 42771
is an element of the set G4.

(a) Determine the largest N for which the set GN is not empty.

(b) Determine the smallest number in this particular set GN .

Solution.
Applying the basic divisibility rules leads to the following for self-divisible numbers:

(i) They do not contain the digit 0.

(ii) The digit 5 can only follow another 5, or be the first digit. As a consequence, any 5s
will be the first (few) digits.

(iii) An even digit cannot follow an odd digit. So a self-divisible number containing both
odd and even digits will have all of its even digits preceding all of its odd digits.

(iv) From (iii) we can derive: a 4 and an 8 cannot follow either a 2 or a 6, and an 8 cannot
follow a 4. So within the even digits any 8s must precede all of the 4s, with 2s and 6s
following interchangeably.

From (ii) and (iii) together we can derive that a self-divisible number cannot contain any even
digits if it contains a 5. Therefore the maximum number of different digits cannot exceed 8
- all digits excluding 0 or 5. We will show that the set G8 is indeed not empty; immediately
finding the smallest possible element of G8.

If there is an 8-digit number, in which all the different digits (excluding 0 or 5) each occur
only once, that satisfies the self-divisibility conditions, then that number must begin with
the digital sequence 8462. The only odd digit that can then follow is 1, after which only 3 is
possible. But neither 7 nor 9 will work as the next digit. So the number that we are looking
for is at least a 9-digit number, with one digit occurring twice.

If the digit that occurs twice is an odd digit, then the self-divisible number will begin with
8462. It may be possible to construct a smaller 9-digit self-divisible number, if it starts with
the digital sequence 842 or 844. This first option is not viable, because we will run into
trouble fitting in a 6 without at least tripling the digit 2. Starting with 844 leads us to
the only possible starting sequence, 84426. Both 1 and 3 are candidates for the next digit.
Picking 1 next would leave us at a dead end, so 3 it is. The next digit can be 9, which will
not have another chance without crossing into 10-digit territory. Next up must be 1. And
closing off with a 7 fits the condition nicely. Which determines the smallest possible element
of G8: 844263917.
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3. Ramifixation

Prof. dr. Hendrik Lenstra, Universiteit Leiden

A tree is a finite connected graph without cycles. An automorphism of a graph is a map σ
that permutes both the set of vertices and the set of edges of the graph, in such a way that
an edge e connects two vertices v and w if and only if σ(e) connects σ(v) and σ(w).

Prove that every tree has a vertex or an edge that is mapped to itself by every automorphism
of the tree.

Solution.
Let T be a tree. We give a proof by induction on the number of vertices of T . The case n = 1
is clear; for n = 2 the edge between the two vertices will be fixed by any automorphism.
Now assume that n > 2 and that the statement holds for trees with less than n vertices. If
σ ∈ Aut(T ) and v is a leaf (a vertex connected to one edge), then σ(v) is also a leaf. For if
σ(v) would be connected to more than one edge, v would be too. Now remove all the leafs.
That you will have something left after this is not hard to see, because for any two neighboring
vertices at least one of them is not a leaf (for n > 2 the rest of the tree has to “grow” out
of one of them). The restriction of σ to this smaller tree is again an automorphism, which
fixes either an edge or a vertex by the induction hypothesis. Therefore, so does σ, which
completes the proof.
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4. A Kurt Mahler1 style power series

Prof. dr. Gunther Cornelissen, Universiteit Utrecht

Fix a prime number p. If an integer n is written as n = pru where u is coprime to p, we
define |n|p := p−r. Consider the power series

f(z) :=

n≥1

|n|pzn.

(a) Show that the power series defining f(z) converges for all complex numbers z with
|z| < 1.

(b) Prove that for |z| < 1,

f(z) =
z

1− z
− zp

1− zp
+

1

p
f(zp).

(c) Prove that the series defining f(z) diverges at a dense set of points in the complex unit
circle by showing that

(i) it diverges at all p-power roots of unity, i.e., at all z ∈ µp∞ := {e2πki/pr : k, r ∈ Z};
(ii) µp∞ is dense in the unit circle (i.e, for every z0 ∈ {|z| = 1} and ε > 0 there exists

ζ ∈ µp∞ with d(z0, ζ) < ε where d is distance along the circle).

1The famous number theorist Kurt Mahler (1903-1988) studied these kinds of problems in the 1930’s.
Between 1934 and 1936 he worked - after from escaping Germany via Manchester - in Groningen, where he
had a bicycle accident, after which he walked with a limp for the rest of his life.
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(a) Since |n|p ≤ 1, the series is majorised (absolutely) by


n≥1 z
n, which converges for

|z| < 1 (to z/(1− z)).
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
e≥0


pk

p−ezp
ek

=

pk

zk +

e≥1


pk

p−ezp
ek

The first term can be written as the full sum over all k, minus the sum where k is
divisible by p. The latter can be rewritten by a change of variables k = p with 
running over all integers. Both are then summed as a convergent geometric series for
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f(z) =

k≥1

zk −

p|k

zk + p−1

e≥0


pk

p−e(zp)p
ek
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(c) (i) The equation in the second part shows that f diverges at solutions satisfying
zp = 1. But the equation also shows that if f diverges at some z0 with |z0| = 1,
then it does so too at all p-th roots of z0. Iterating this reasoning, we find that f
diverges at all z with zp

m
= 1 for some integer m.

(ii) The solutions of zp
m
= 1 are given by e2πik/p

m
for k running through the integers.

If z = e2πiθ for θ ∈ [0, 1) and ε > 0 are given, we need to prove that there exists
(m, k) with |θ − k/pm| < ε. If θ is written in p-ary expansion as θ =


n≥1 anp

−n

with an ∈ {0, . . . , p− 1}, then if we choose an integer m with p−m < ε and we set
k =

m
n=1 anp

m−n, we find with θ0 = k/pm that

|θ − θ0| =


n≥m+1

anp
−m ≤ p−m < ε.
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5. Chebyshev polynomials

Prof. dr. Jaap Top, Rijksuniversiteit Groningen

The wikipedia page describing ‘Chebyshev polynomials’ briefly mentions, besides the usual
Chebyshev polynomials of the first kind Tn and the ones of the second kind Un also a sequence
of polynomials Cn. The sets of polynomials are related by Cn(x) = 2Tn(

x
2 ) and T 

n = nUn−1.
This problem defines and asks for some properties of the polynomials Cn.

(a) Show that for any integer n ≥ 1 a unique real polynomial Cn in one variable exists such
that

xn + x−n = Cn(x+ x−1)

(here x is also a variable).

(b) Show that (4− t2)C 
n(t)− tC 

n(t) + n2Cn(t) = 0.

(c) Show that for every n ≥ 2 the polynomial Cn mod 2 (which has coefficients in Z/2Z)
can be factored as a product f2 · g for polynomials f, g with coefficients in Z/2Z with
moreover f of degree at least 1.

Solution.

(a) Denote t = x + x−1. We see that C0(t) = 2, C1(t) = t and these are the unique
polynomials. We can find a recursive formula for Cn(t). We note that

xn+1 + x−n−1 = (xn + x−n)(x+ x−1)− xn−1 − x−n+1,

and conclude that
Cn+1 = tCn(t)− Cn−1(t).

Therefore, there exist a unique polynomial (by mathematical induction) Cn(t) for each
n, with required properties.

(b) When we differentiate the condition once and twice, we get

nxn−1 − nx−n−1 = (1− x−2)C 
n(x+ x−1),

(n2 − n)xn−2 + (n2 + n)x−n−2 = 2x−3C 
n(x+ x−1) + (1− x−2)2C 

n(x+ x−1).

Denote the condition equation by C and derivative equations by F first, and by S
second one. Looking at the left hand side of

n2 · C − x · F − x2 · S = 0,

gives us that the right hand side of this term is zero again. When we compute the right
hand side, we get

n2Cn(x+ x−1)− (x+ x−1)C 
n(x+ x−1)− (x− x−1)2C 

n(x+ x−1) = 0.

When we replace t = x+ x−1, we get the desired formula because

(x− x−1)2 = 2− x2 − x−2 = 4− (x+ x−1)2 = 4− t2.

6
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(c) Proving that a polynomial over a field has a (nontrivial, nonconstant) quadratic factor
is equivalent to proving that the polynomial is not coprime with its derivative. By
recursive formula, we conclude that Cn(t) are monic polynomials of degree n, for each
n > 0. Note that for any P (x) ∈ F2[x], holds P

(x) = 0 (we multiply each coefficient by
an even number). Therefore, over F2, formula in (b) becomes n

2Cn(t)−tC 
n(t) = 0. If n

is even, we conclude C 
n(t) = 0, so Cn(t) and C 

n(t) are not coprime (in fact their g.c.d.
is Cn(t), which remains to be a monic polynomial of degree n over F2), so in this case
we have a required conclusion. When n ≥ 2 is odd, we have a relation Cn(t) = tC 

n(t),
so again Cn(t) and C 

n(t) are not coprime (in fact their g.c.d. is C

n(t), which remains

to be a monic polynomial of degree n− 1 over F2) and this finishes the proof.
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6. Medium competition in bisecting the altitude

Eduardo Rúız Duarte MSc., Rijksuniversiteit Groningen

Find an example of a non-equilateral triangle ABC with integer sides for which the altitude
from A, the bisector at B, and the median at C are concurrent, that is, they intersect at a
single point. Hint: it is possible to find such a triangle with a perimeter no greater than 50.

Solution.
Assume the intersection point is inside the triangle (an inner bisector) and use Ceva’s Theo-
rem and the Angle Bisector Theorem.

(Ceva’s Theorem) Given a triangle ABC with a point D on side BC, a point E on side
AC and a point F on side AB, then the lines AD, BE and CF are concurrent, if and only if

|AF |
|FB|

· |BD|
|DC|

· |CE|
|EA|

= 1. (6.1)

(Angle Bisector Theorem) Suppose that in triangle ABC the point D is on side BC. Then

Figure 6.1: The triangle ABC

AD is an internal bisector, if and only if

|AB|
|AC|

=
|BD|
|DC|

. (6.2)

We will start with describing all possible albime triangles. Set a = |BC|, b = |AC|, and
c = |AB|. We may assume that b+ c = 2 without loss of generality. What we will try to do is
find an expression for a in terms of c. Using the Angle Bisector theorem we get the following
equality.

|AB|
|AC|

=
c

2− c
=

|BD|
|DC|

(6.3)

Since BE is a median, we have that |CE| = |EA|. This gives us

|CE|
|EA|

= 1. (6.4)

We also have the next equality.
|AF |
|FB|

=
|AF |

c− |AF |
(6.5)
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Figure 6.2: Albime triangle with sides a, 2− c and c

Using this information and Ceva’s theorem we can express |AF | and |FB| in terms of c.

|AF |
c− |AF |

· c

2− c
· 1 = 1 (6.6)

This leads us to an expression for |AF |, namely

|AF | = c(2− c)

2
. (6.7)

We know |BF | = c− |AF |, thus we can also determine |BF |.

|BF | = c− 2c− c2

2
(6.8)

After some simple calculations we get

|BF | = c2

2
. (6.9)

To find the length of BC we use the two right angled triangles that are in ∆ABC, namely
∆AFC and ∆FBC. We will apply Pythagoras’ theorem in both triangles and use the ac-
cording side FC to give a value for a in terms of c.

In ∆AFC the Pythagorean theorem states |FC|2 = |AC|2 − |AF |2. We know |AC| = 2 − c
and have already seen an expression for |AF | in equation (6.7).

|FC|2 = (2− c)2 − c2(2− c)2

4
(6.10)

Eliminating the brackets gives

|FC|2 = −c4

4
+ c3 − 4c+ 4. (6.11)

8
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8
Doing the same for ∆FBC yields

|FC|2 = a2 − c4

4
(6.12)

Combining the expressions of |FC|2 found in equation (6.11) and (6.12) gives

a2 − c4

4
= −c4

4
+ c3 − 4c+ 4, (6.13)

which can be written as
a2 = c3 − 4c+ 4. (6.14)

Hence, any albime triangle can be scaled to have sides c, 2−c and
√

c3 − 4c+ 4. The equation
a2 = c3 − 4c+4 together with a point O at infinity defines an elliptic curve. It is also known
as Guy’s favorite elliptic curve.

This results in an equation of a cubic curve with rational point A := (c, a) = (2, 2). Us-
ing the group law on such a curve one obtains −4A = (1, 1), 7A = (10/9, 26/27),−10A =
(88/49, 554/343), and 13A = (206/961, 52894/29791).

These give albime triangles with (rescaled) sides (BC,AC,AB) =
(1, 1, 1), (13, 12, 15), (277, 35, 308), (26447, 26598, 3193).

9
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7. Mathematicians like to play with colors

Stijn Cambie MSc., Radboud Universiteit Nijmegen

A finite coloring of the nonnegative integers is a map f : N → S : n → f(n), where S is a
finite set. Given a coloring f , a set X is called monochromatic (MC) when every element is
colored in the same color, i.e. for all x1, x2 ∈ X one has f(x1) = f(x2).
A theorem of Schur says that any finite coloring of N contains a MC set {x, y, x+ y}, where
x, y ∈ N.

(a) Prove that any finite coloring of N contains a MC set {a, b, ab} as well, where a, b > 1.

(b) Given a coloring f : N → {B,W}. Does there exist a MC set of the form {a, b, ab+ a}?

(c) Given a finite coloring of N. Does there exists a MC set of the form {a, b, ab, a(b+2018)}?

Solution.

(a) Take a finite coloring f : N → S and construct a second finite coloring f̃ : N → S : x →
f(2x). By Schur’s theorem, there is a MC set {x, y, x+ y} for the coloring f̃ , implying
that {2x, 2y, 2x+y} is a MC set for the coloring f .

(b) Yes. First notice that if one of the two colors appear only a finite number of times, there
is a number N such that {x | x > N} is MC and hence in particular {a, b, a(b+ 1)} for
any a, b > N .
In the other case, there exists some x < y such that f(x − 1) = B, f(x) = W and
f(y) =W, f(y + 1) = B. If x(y + 1) is colored in W , choosing a = x, b = y gives a MC
{a, b, ab + a}. If x(y + 1) is colored in B, then {a, b, ab + a} is MC in the color B for
a = y + 1, b = x− 1.

(c) There are multiple constructions for a finite coloring without a MC set {a, b, ab, a(b+1)}.
We give one example using 5 colors. Let S = {1, 2, 3, odd, even}. If 4  n, i.e. n ≡ r
(mod 4) for some r ∈ {1, 2, 3}, we choose f(n) = r. If 4 | n, we set f(n) equal to the
parity of the 2-adic evaluation v2(n). One easily checks (considering the 5 possible
colors) that no quadruple {a, b, ab, a(b+ 2018)} can be MC for the coloring f .

If such a MC set would be using color r ∈ {1, 2, 3}, then for this r we would have
r ≡ r2 ≡ r2 + 2r (mod 4), which cannot happen.
If 4 | a, b, then v2 (a(b+ 2018)) = v2(a) + 1 and hence again {a, b, ab, a(b+2018)} can’t
be MC for a color in {odd, even}.
Remark.

It is still not known if any finite coloring of N contains a MC set of the form {a, b, a(b+1)}
or {a, b, ab, a(b+ 1)}.

10
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8. Typing a’s and b’s

Dr. Daniel Valesin, Rijksuniversiteit Groningen

I type letters at random in my keyboard. Each letter I type is equally likely to be any of the
26 (lowercase) letters of the alphabet, chosen independently of what has been typed before.
I stop typing when I type the letter ‘a’ three times in succession (that is, with no other letter
in between). What is the expected number of times I type the letter ‘b’?

Solution.
We can view the typing string as a sequence of “trials” or attempts to type aaa before typing
b. For instance, say after some time after starting the typing, I type the first b, and at that
point I have not typed aaa; this means that the first trial failed. I then start the second trial
(independently of what happened before), which can again be a success or a failure; if it is
a failure (that is, if again I type b before typing aaa), I start the third trial, and so on. The
number of b’s I type on total is equal to the number of trials minus one (since each failed
trial corresponds to exactly one b and the last trial, which is the only success, consists of
achieving aaa without any b’s).
Let p be the probability that a trial succeeds. The probability that the first success occurs
on the k-th trial, k = 1, 2, 3, . . ., is p(1− p)k−1. Hence,

E(#b’s before aaa) = E(#trials − 1) = E(#trials)− 1

= −1 +
∞
k=1

kp(1− p)k−1

= −1 + p
∞
k=0


− d

dp
(1− p)k



= −1− p
d

dp

∞
k=0

(1− p)k

= −1− p
d

dp


1

p


=
1− p

p
. ()

(alternatively to this computation, one can simply say that the number of trials is a random
variable following the geometric distribution with parameter p, which has expectation 1/p).
Now we need to find p. To this end, let us first give a definition. Given a (finite) string of
letters, the number of accumulated a’s in the string is the number of successive a’s that can
be found when the string is read from right to left, before any other letter is found. For
instance, the strings

mathematics, matematica, matematicaa

respectively have zero, one and two accumulated a’s (let us also say that the empty string
has zero accumulated a’s). With this terminology, we have

p = P (trial will succeed | zero accumulated a’s)

and we can define

q = P (trial will succeed | one accumulated a)

r = P (trial will succeed | two accumulated a’s)

11
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Note that p is equal to

P

trial will
succeed

 one accumulated a


· P


next letter
will be a

 zero accumulated a’s



+ 0 · P

next letter
will be b

 zero accumulated a’s



+ P

trial will
succeed

 zero accumulated a’s


· P


next letter will
not be a or b

 zero accumulated a’s



= q · 1
26
+ 0 · 1

26
+ p · 24

26
,

that is,

p =
1

26
· q + 24

26
· p.

Similarly, we obtain

q =
1

26
· r + 24

26
· p,

r =
1

26
+
24

26
· p.

Solving this linear system yields p = 1
704 . Going back to (), the answer is thus 703.

12
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9. Matrix-valued function in one variable

Leslie Molag MSc., Katholieke Universiteit Leuven

Let f : R −→ R3×3 be a C∞ function such that f(0) = I and det f(x) is constant.

(a) Prove that f (0)3 = 0 when f is a linear function, i.e. when f(x) = I+ xf (0).

(b) Show that it is not guaranteed that f (0)3 = 0.

(c) Is f (0)3 = 0 guaranteed under the additional requirement that f (0) = 0?

Solution.

(a) Since the determinant is invariant under basis transformations we may assume without
loss of generality that f (0) is in Jordan normal form. Then it is clear that det f(x) can
only be constant if all eigenvalues of f (0) are 0, which is equivalent to f (0)3 = 0.

(b) One-parameter families of determinant 1 matrices remind us of rotations. Indeed, if we
define

f(x) =



cos(x) − sin(x) 0
sin(x) cos(x) 0
0 0 1


 ,

then f(0) = I and det f(x) = 1 but f (0)3 = 0. Another notable example, among
others, is

f(x) =




λ(x) 0 0
0 λ(x)−1 0
0 0 1




where λ(0) = 1, λ(0) = 0 and λ(x) is never 0, for example λ(x) = 1 + x+ x2.

(c) No. Before giving the counter example, let me show you the ideas behind it. If indeed
f (0) = 0 then Taylor’s theorem, applied to each component, would yield f(x) =
I+ f (0)x+O

�
x3


as x → 0. Let us denote y = x−1, then we have

y3 = det (yf(x)) = det
�
yI+ f (0) +O

�
y−2


, y → ∞.

The reason to write it like this is that it is close to y3 = det (yI+ f (0)), which is
equivalent to the characteristic polynomial of −f (0) being equal to y3. This would
then imply immediately that f (0)3 = 0, since any matrix satisfies its own characteristic
polynomial equation (in fact, problem (a) can be proved this way). The determinant
is a sum of products of three components of yI + f (0) + O

�
y−2


. The O

�
y−2


part

of such a component can only be significant if the component is matched with two
diagonal components. This implies that

y3 = det
�
yI+ f (0) +O

�
y−2


= det

�
yI+ f (0)


+ 3 · y · y · O

�
y−2


+O

�
y−1


, y → ∞.

Hence det (yI+ f (0)) = y3 +O(1) as y → ∞. Since the left-hand side is a polynomial
we must conclude that det (yI+ f (0)) = y3+det f (0). If the conditions of f somehow
imply that det f (0) = 0 then the conclusion would be that f (0)3 = 0 always. As
already announced, there will be a counter example to this statement. Let us begin by
considering the simplest case f (0)3 = I. What kind of non-trivial matrices satisfy such

13
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an identity? Well, we could try matrices that cyclically permute the basis vectors, i.e.
we try

f (0) = σ =



0 0 1
1 0 0
0 1 0




A convenient way to make f satisfy both f(0) = I and f (0) = σ, but in a not too
trivial way, is to consider an exponential like exσ = I+ xσ + 1

2x
2σ2 + 1

6x
3I+ . . ., which

by coincidence has the correct determinant. To see why, let us denote ω = e2πi/3. Since
σ is diagonalizable with eigenvalues 1, ω, ω2 we know that exσ is diagonalizable with
eigenvalues ex, eωx, eω

2x. Then it follows that

det exσ = exeωxeω
2x = e(1+ω+ω2)x = 1,

where we have used that 1 + ω + ω2 = 0. Thus we have found yet another counter
example for (b). However, since we want f (0) = 0 we should alter this a little. Our
guess is that the definition

f(x) = exσ−
1
2
x2σ2

works. Indeed, then f (0) = 0 and since σ and σ2 can be simultaneously diagonalized
we also have

det f(x) = ex−
1
2
x2

eωx−
1
2
ω2x2

eω
2x− 1

2
ωx2

= e(1+ω+ω2)(x− 1
2
x2) = 1,

Thus, with this definition, f(0) = I, det f(x) is constant and f (0) = 0, but f (0)3 =
σ3 = I = 0.

14
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10. Rational points

Prof. dr. Frans Oort, Universiteit Utrecht

Consider a prime number p ≡ 3 (mod 4). Show:

#{(x, y) ∈ (Fp)
2 | 1 = x2 + y2 + x2y2} = p+ 1;

we write Fp = Z/pZ.

Solution.
A solution (x, y) ∈ (Fp)

2 satisfies

y2 =
1− x2

1 + x2
.

Note that there is no e ∈ Fp with e2 = −1. For x ∈ {0, 1,−1} there are exactly four solutions:

(0,+1), (0,−1), (+1, 0), (−1, 0).

Claim. For a fixed a ∈ {0, 1,−1} there are exactly two solutions with (a, y) or (1/a, y).
Proof. If (a, y1) is a solution, then y1 = 0 and (a,−y1) is another solution; moreover we
have

1− x2

1 + x2
= −1− (1/x)

2

1 + (1/x)2
;

we see that in this case there are no solutions (1/a, y2); because if so, we would have (y1/y2)
2 =

−1; this proves the claim.
Counting all solutions for all a ∈ Fp we obtain in total 4 + ((p− 3)/2)× 2 = p+1.

15
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11. How about this question?

Prof. dr. Lex Schrijver, Universiteit van Amsterdam

Let L be a linear subspace of (Z/2Z)n. Call an element x of L maximal if the support of x is
not contained in the support of any other element of L. Prove that the number of maximal
elements of L is odd.

Solution. Let e1, . . . , en be a (standard) basis for Fn
2 . For a vector v = ei1 + ...+ eik denote

supp(v) = {ei1 , ..., eik} and supp(0) = ∅. Consider a subset S of L×L of ordered pairs (u, v)
such that supp(u) ∩ supp(v) = ∅. We note and prove a few facts.
(1) For u, the set

Lu = {v ∈ L : supp(u) ∩ supp(v) = ∅}

is a vector subspace of L. Indeed, since

supp(v + w) ⊂ supp(v) ∪ supp(w),

we have the following implication

supp(u) ∩ supp(v) = ∅, supp(u) ∩ supp(w) = ∅ ⇒ supp(u) ∩ supp(v + w) = ∅,

i.e. this set is closed for addition and clearly is closed with respect to multiplication by
elements of F2 (these are only 0 and 1).
(2) If u ∈ L is maximal element, then Lu = 0. Suppose there is a nonzero vector v ∈ Lu.
Then for u+ v ∈ L holds supp(u)  supp(u+ v), so u cannot be maximal.
(3) Let u ∈ L be an element that is not maximal. There is an element w ∈ L with supp(u) 
supp(w) and then for a non-zero element w − u in L holds supp(u) ∩ supp(w − u) = ∅. So,
vector space Lu is non-trivial and has even number of elements (it is equal to some 2

a ≥ 2).
(4) Number of elements of S is odd. Indeed, a relation defining S is symmetric, therefore
there is an even number of pairs of distinct elements and there is only one pair (u, u) in S,
precisely for u = 0.
(5) We can count a number of elements of S in the following way. For each u ∈ L, a number
of vectors v with supp(u) ∩ supp(v) = ∅ is exactly #Lu. Then

#S =

u∈L

#Lu.

(6) Let the number of maximal elements be k. In the previous sum on the right hand side we
have exactly k odd terms. As the sum is odd (we know that #S is odd), so k is odd, what
we wanted to prove.
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Physics, as well as the computer scientists 
at the Institute for Computing and 
Information Sciences.  

 More than 85% of our graduates find a 
job or a gain a PhD position within a few 
months of graduating.  
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Volg een traineeship in de financiële dienstverlening!
Je bent nu nog volop aan het genieten van je studententijd, maar weet 
jij al waar je straks jouw bèta-talent wilt inzetten? Bij Talent&Pro zijn 
we op zoek naar ambitieuze starters voor onze traineeships. Met jouw   
bèta-achtergrond ben je van grote waarde voor uitdagende opdrachten 
binnen de financiële dienstverlening. 

Actuarieel Rekenaar
Is werken met cijfers helemaal jouw ding? Los je graag onmogelijke 
vraagstukken op en ben je analytisch ingesteld? Dan ben je bij het 
traineeship Actuarieel Rekenaar aan het juiste adres! Met ons opleidings- 
en ontwikkeltraject groei je versneld naar een rol als actuarieel analist,      
actuaris, risk manager of data analist. In dit vakgebied pas jij jouw 
wiskundige inzicht toe op vraagstukken in het bedrijfsleven.

Business IT
Of ben je juist goed in het vertalen van de gebruikersbehoefte naar   
effectieve en betrouwbare IT-oplossingen? En kun jij ook de perfecte 
link leggen tussen gebruikers en programmeurs van informatiesystemen? 
Dan past het traineeship Business IT goed bij jou. Je wordt binnen       
no-time opgeleid tot data-, informatie- of businessanalist!

Talent&Pro
Begeleiding van een persoonlijke coach en het verder ontwikkelen 
van  jouw vaardigheden en kennis staan centraal in onze traineeships. 
Samen met je People Manager maak je een persoonlijk ontwikkelingsplan.        
Wij geloven namelijk dat je nooit bent uitgeleerd. 

Solliciteren?
Wil jij binnen korte tijd enorm veel werkervaring opdoen bij de grootste 
spelers zoals ABN AMRO, Delta Lloyd en Aegon? Zie jij jezelf al rond- 
rijden in één van onze auto’s? En wil jij na je studie aan de slag als         
Actuarieel Rekenaar of werken aan de meest complexe IT-vraagstukken? 
Bekijk onze website en neem contact op met één van onze recuiters 
voor meer informatie of een kennismaking. 

Vind jouw droombaan!

12. Restrict the extension

Prof. dr. Robert Tijdeman, Universiteit Leiden

Let (vn)
∞
n=0 be a sequence in Z2 with v0 = (1, 0), v1 = (0, 1) and for n = 1, 2, ...

vn+1 = vn + 2vn−1 or vn+1 = vn − 2vn−1.

(a) Prove that for n = 2, 3, . . . the set

Vn :=


n−1
i=0

εivi with εi ∈ {0, 1} for i = 0, 1, . . . n− 1



consists of 2n distinct points.

(b) Prove that the diameter of the convex hull of Vn for n ≥ 6 is at least (
√
2)n(> 1.414n).

(c) Prove that the signs can be chosen in such a way that the diameter of the convex hull
of Vn for n = 2, 3, . . . is at most 1.67× 1.601n.

P.S. The convex hull W of V is the smallest set such that if v, w ∈ V, then the connecting
line segment belongs to W .

Solution.

(a) We start with some observations. Write vn = (pn, qn) ∈ Z2 for n = 0, 1, . . . .

Lemma 1. We have pn+1qn − pnqn+1 = ±2n and gcd(pn, qn) = 1 for n = 1, 2, . . . .

Proof. We have p1q0 − p0q1 = −1 = −20 and gcd(p1, q1) = 1.
If the minus sign holds, we have pn+1qn − pnqn+1 =
(pn− 2pn−1)qn− pn(qn− 2qn−1) = 2(pnqn−1− pn−1qn) and the plus sign case is similar.
The first statement follows by induction on n.
Since gcd(pn, qn) divides pn−1qn − pnqn−1, it has to be a power of 2.
However, by construction the sequence of qn’s consists of odd integers for positive n.
Thus gcd(pn, qn) = 1 for all n.

A lattice Λ ⊂ Z2 is a set Z(a, b) + Z(c, d) where a, b, c, d ∈ Z are such that (a, b) and
(c, d) are linearly independent over Z2. A set A ⊂ Z2 is a tile for the lattice Λ if every
(x, y) ∈ Z2 can be written uniquely as (p, q) + r(a, b) + s(c, d) with (p, q) ∈ A and
r, s ∈ Z.

Lemma 2. Vn+1 forms a tile for the lattice

Λn+1 := Z(pn + 2pn−1, qn + 2qn−1) + Z(pn − 2pn−1, qn − 2qn−1)

for n = 1, 2, . . . .

Proof. By induction on n. We have V2 = {(0, 0), (0, 1), (1, 0), (1, 1)} and this forms a
tile for the lattice

Λ2 = Z(2, 1) + Z(2,−1) = Z(2, 1) + Z(0, 2).

17
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Suppose the statement is true for n. Then Vn+1, the set of all the sums of subsets of
{(p0, q0), (p1, q1), . . . , (pn, qn)}, forms a tile for

Λn+1 = Z(pn + 2pn−1, qn + 2qn−1) + Z(pn − 2pn−1, qn − 2qn−1).

Let pn+1 = pn−2pn−1, qn+1 = qn−2qn−1, the other case is similar. Then, in self-evident
notation,

Z2 = Z(pn + 2pn−1, qn + 2qn−1) + Z(pn − 2pn−1, qn − 2qn−1) + Vn+1

= Z(2pn − pn+1, 2qn − qn+1) + Z(pn+1, qn+1) + Vn+1

= Z(pn+1 − 2pn, qn+1 − 2qn) + Z(2pn+1, 2qn+1) + {(0, 0), (pn+1, qn+1)}+ Vn+1

= Z(pn+1 − 2pn, qn+1 − 2qn) + Z(pn+1 + 2pn, qn+1 + 2qn) + Vn+2 = Λn+2 + Vn+2.

The statement of the lemma follows.

By Lemma 1 the lattice determinant of Λn+1 equals the absolute value of

pn + 2pn−1 qn + 2qn−1

pn − 2pn−1 qn − 2qn−1

 =

4


pn qn

pn−1 qn−1

 = 2n+1.

On the other hand, the number of elements equals 2n+1. Therefore all combinations of
Vn+1 are distinct.

(b) Attach to every point (p, q) the square

{(x, y) : p− 1

2
≤ x < p+

1

2
, q − 1

2
≤ y < q +

1

2
}.

Suppose the diameter of 2n points in Z2 is 2R. Then all 2n corresponding unit squares
are in a disc of radius R+ 1

2

√
2. Hence, comparing the areas,

2n ≤ π(R+
1

2

√
2)2 < πR2 + 4.5R+ 2 < 4R2

for R ≥ 6. Therefore the diameter 2R satisfies 2R > 2n/2 = (
√
2)n.

(c) From now on we fix the sequence (vn)
∞
n=1. For n = 2, 3, . . . we choose vn = vn−1−2vn−2

if pn−2pn−1 + qn−2qn−1 ≥ 0 and vn = vn−1 + 2vn−2 otherwise.

Lemma 3. We have |vn| ≤ 1.601n for n = 0, 1, . . . .

Proof. By induction on n. For n = 0, 1 we have |vn| = 1, for n = 2 we have |v2| =√
5 < (1.601)2.

Suppose the induction hypothesis holds for all values smaller than n. In particular,
|(vn−2| ≤ 1.601n−2, |vn−1| < 1.601n−1.
Let α denote the angle between −vn−2 and vn−1 if pn−2pn−1+qn−2qn−1 ≥ 0 and between
vn−2 and vn−1 otherwise. Then cosα ≤ 0 and, by plane geometry,

|(pn, qn)|2 =

|(pn−1, qn−1|2 + 4|(pn−2, qn−2|2 + 4|(pn−1, qn−1)| · |(pn−2, qn−2)| · cosα
≤ |(pn−1, qn−1|2 + 4|(pn−2, qn−2|2

≤ 1.6012n−2 + 4 · 1.6012n−4 < 1.6012n.

18
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Theorem 1. The sequence (vn)

∞
n=1 can be chosen such that the diameter d of the

resulting set Vn is at most 1.67 · 1.601n for all n.

Proof. The diameter of Vn is determined by two endpoints which both are distinct
subsums of v0, v1, . . . , vn−1. Hence the diameter d satisfies d = |±vi1 ±vi2 · · ·±vit | with
0 ≤ i1 < i2 < · · · < it < n.
By the previous lemma we obtain

d ≤ |vi1 |+ |vi2 | · · ·+ |vit | ≤
n−1
k=0

|vk| ≤
n−1
k=0

1.601k <
1.601n

.601
.

Hence d < 1.67 · 1.601n.
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332807 178208206 1511191 84356460617 299 20301227 1810358 

313962 aaaccc 49344361 35563 2311820137 299 332807 6856967 

996473518293 614712075356824928256 608399 989 14839 2806 

45433063754 20301227 93497093 acc 49344361 35563 52131695 

 

332807 178208206 1511191 9310186 299 20301227 2678207712468409 

21529682515 bbc 1439568097 3337 231287 1633 299 332807 4045337 

aa 116692587470 3337 86735 aaaac 7064094873146 56560603 1358 

3337 86735 1633 67252 1238666 332807 33022 4573545608786 1633 

 

332807 178208206 1511191 0123456789 299 332807 9394 608399 

989 1282836161204411 299 332807 2945436432455 20819117 1032971504246 3337 

1696781075 14839 2191657476063 3337 14839 11973866 3337 27522212277367368 

14839 1154958430385193 1528111 14839 19505 332807 4443145 33 

 

2 26298542 

HINT: 

aaaccc = 1000 
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